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ABSTRACT

Tool wear is a critical challenge in machining operations, significantly affecting production 
quality, operational efficiency, and maintenance costs. Traditional approaches, such as sen-
sor-based monitoring and material coatings, have limitations in accurately and proactively 
predicting tool wear in dynamic manufacturing environments. To address these challenges, 
this study explores the application of machine learning and ensemble learning methods to 
improve the reliability and accuracy of tool wear classification. We implemented five differ-
ent algorithms: K-Nearest Neighbors (KNN), Decision Trees, Random Forests, LightGBM, 
and XGBoost, to predict the tool condition as "worn" or "unworn." Despite high individu-
al model performances, each exhibited certain weaknesses, motivating the development of 
an ensemble learning approach. A soft voting classifier, combining KNN, Random Forest, 
and LightGBM, was proposed to overcome these shortcomings by leveraging the strengths 
of multiple models. Experimental results demonstrated that the ensemble method achieved 
superior performance, with an accuracy of 0.9968 on the unseen test dataset. This research 
highlights the potential of ensemble learning to provide robust, accurate, and generalizable 
solutions for tool wear prediction, contributing to smarter, more proactive maintenance strat-
egies in manufacturing environments.
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INTRODUCTION

Tool wear is a critical issue in machining operations as it 
directly impacts the workpiece's quality and the machining 
process's efficiency [1]. The gradual loss of material from 
the cutting tool due to friction and other factors not only 
affects the tool itself but also leads to changes in the ma-
chined surface and the overall performance of the machine 
tool Understanding and effectively managing tool wear is 
essential to maintaining production quality, reducing pro-
duction time, and minimizing economic losses associated 
with tool replacement and poor workpiece quality [2].

Researchers have explored various traditional methods 
and technologies to address tool wear problems without 
resorting to machine learning or artificial intelligence. One 
approach involves using sensor fusion strategies to moni-
tor cutting tool wear [2]. By integrating data from different 
sensors that capture information on tool conditions during 
machining processes, operators can make informed deci-
sions regarding tool replacement and maintenance to ensure 
consistent workpiece quality and production efficiency. Ad-
ditionally, the application of Ti/AlTiN multilayer coatings 
on cutting tools has been investigated to mitigate the cra-
ter wear process and improve the tribological properties of 
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the tools [3]. These coating technologies offer a preventive 
measure against wear, enhancing the durability and per-
formance of cutting tools in machining operations. On the 
other hand, leveraging machine learning techniques for tool 
wear classification has shown promising results in enhanc-
ing the accuracy and efficiency of wear monitoring systems. 
Studies have demonstrated using support vector machine 
(SVM) algorithms coupled with time and frequency domain 
analysis to correlate sound signals generated during cutting 
processes with tool wear conditions [4]. Training machine 
learning models on these acoustic signatures makes it possi-
ble to classify tool wear states in real time, enabling proactive 
maintenance and replacement strategies to be implemented.

Furthermore, the integration of machine learning clas-
sification models, such as convolutional neural networks 
(CNNs), has been explored for online tool wear classification 
during machining processes [5]. By utilizing real-time cutting 
force measurements and CNN approaches, researchers have 
achieved significant accuracy rates in classifying tool wear 
states, enabling timely identification and mitigation strategies 
to be deployed [5]. Additionally, the use of pre-trained CNNs 
for vision-based tool wear classification has been investigat-
ed, highlighting the importance of timely identification and 
classification of wear conditions to guide tool replacement 
decisions and minimize wear-related issues [6].

In conclusion, the problem of tool wear in machine 
tools is a multifaceted issue that requires a comprehen-
sive approach for effective management. While traditional 
methods like sensor fusion and coating technologies offer 
preventive measures against wear, the use of machine learn-
ing and artificial intelligence techniques provide advanced 
capabilities for real-time wear monitoring and classifica-
tion. By combining these approaches, manufacturers can 
optimize tool usage, enhance production efficiency, and 
ensure consistent quality in machining operations.

In this study, various machine learning algorithms are im-
plemented to address the tool wear problem. By leveraging the 
capabilities of machine learning, it becomes possible to pre-
dict tool wear with higher accuracy and reliability compared 
to traditional methods. The algorithms used in this study in-
clude K-Nearest Neighbors (KNN), Decision Tree, Random 
Forest, LightGBM, and XGBoost, each known for their unique 
strengths in handling different aspects of data. These models 
are compared in terms of their predictive accuracy to identify 
the most effective approach for tool wear prediction. Addition-
ally, ensemble learning techniques are employed to combine 
the strengths of multiple models, aiming to achieve more ro-
bust and reliable results. Ensemble learning, through methods 
like voting classifiers, enhances the overall performance by 
mitigating the weaknesses of individual models, thus provid-
ing a more comprehensive solution to the tool wear problem.

MATERIALS AND METHODS

Dataset
The dataset, originating from the University of Mich-

igan's System-level Manufacturing and Automation Re-
search Testbed (SMART) published in April 2018, 18 dif-

ferent machining experiments performed on wax blocks (2" 
x 2" x 1.5") with S shape using a CNC milling machine [7]. 
The general data from each of the 18 distinct experiments 
encompass the experiment number, the material used 
(wax), the feed rate, and the clamping pressure. Each exper-
iment's outputs include the condition of the tool (unworn 
or worn) and whether the tool passed a visual inspection. 
Time series data were collected from the 18 experiments at 
a sampling rate of 100 ms and are individually document-
ed in files named experiment_01.csv to experiment_18.csv. 
Each file contains measurements from the CNC machine's 
four motors (X, Y, Z axes, and spindle). These experiments 
varied tool conditions, feed rates, and clamping pressures to 
investigate their effects on machining performance. The ag-
gregated dataset comprised 25,286 observations and 52 fea-
tures, of which 12 were categorical, and 40 were numerical. 

Proposed Method
The proposed method, given in Figure 1, leverages a 

machine learning and ensemble learning approach to solve 
the given problem. This methodology comprises three 
main steps: data preprocessing, model implementation, and 
ensemble approach.

Data preprocessing is a crucial step that involves handling 
outliers and missing values, encoding categorical variables, 
standardizing the features, and performing stratified data 
splitting. Outlier handling ensures that extreme values do not 
skew the model's performance while addressing missing val-
ues, which prevents the introduction of bias. Encoding cat-
egorical variables transforms them into a numerical format 
suitable for machine learning algorithms. Standardization 
ensures that the features have a mean of zero and a standard 
deviation of one, essential for the proper convergence of many 
machine learning algorithms. Stratified splitting ensures that 
the train and test sets have similar distributions of the target 
variable, maintaining the representativeness of the data.

Five different machine learning models are imple-
mented to identify the best solution: K-Nearest Neigh-
bors (KNN) [8], Decision Tree [9], Random Forest [10], 
LightGBM [11], and XGBoost [12]. Each base model un-
dergoes hyperparameter optimization and is evaluated 
using 5-fold cross-validation on the training set to ensure 
robust performance and prevent overfitting. KNN is known 
for its simplicity and effectiveness in classification tasks 
[13]. Decision Trees provide interpretability by creating a 
tree-like structure of decisions [14]. Random Forest, an en-
semble of Decision Trees, improves performance through 
averaging, which reduces variance and prevents overfit-
ting [15]. LightGBM and XGBoost are gradient-boosting 
frameworks that build models sequentially, with each new 
model correcting errors made by the previous ones [11, 12]. 
These methods are compelling for large datasets and have 
been shown to achieve high predictive accuracy [16, 17].

The ensemble approach employs a voting classifier, evalu-
ated on the test set. The voting classifier combines KNN, Ran-
dom Forest, and LightGBM as voters. Ensemble methods are 
known to improve predictive performance by combining the 
strengths of multiple models [18]. This approach reduces the 
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likelihood of overfitting and increases robustness and general-
ization [19]. By aggregating the predictions of diverse models, 
the ensemble method can achieve higher accuracy and better 
generalization compared to individual models [20, 21].

RESULTS AND DISCUSSION

Data Preprocessing
The dataset comprised 18 experimental CSV files and 

one training file containing tool status labels categorized 
as "worn" or "unworn". The initial step involved merging 
the 18 experimental files into a single dataset. This merged 
dataset included features from the experimental files along 
with additional columns for exp_no, feedrate, clamp_pres-
sure, and tool_condition extracted from the training file.

The aggregated dataset consisted of 25,286 observations 
and 52 features. Among these features, 12 were categorical, 
and 40 were numerical.

Outliers were detected in 27 features and addressed us-
ing the Interquartile Range (IQR) method to ensure a more 
robust dataset for analysis.

To prepare the dataset for machine learning algorithms, 
we meticulously applied label encoding to the tool_condi-
tion feature. This process converted the categorical labels 
"worn" and "unworn" into numerical values, ensuring the 
accuracy of the data. One-hot encoding was then applied to 
the other categorical features to avoid any ordinal relation-
ships being implied by the model.

After implementing the encoding, the shape of the data-
set was transformed to (25,286, 61), reflecting the addition 
of new columns from the one-hot encoding process. To 
standardize the dataset, Min-Max scaling (1) was applied to 
all features, bringing them into the range [0, 1]. The exp_no 
feature was subsequently dropped to prevent potential is-
sues with high correlation.

	 			 
These preprocessing steps resulted in a clean, normal-

ized, and well-structured dataset ready for subsequent 
machine learning model development and analysis. After 
pre-processing, the whole dataset was shuffled and split 
into different CSV files named train and test to ensure the 
model did not see the data.

Base Model
Before the training phase, the dataset was stratified and 

split into training and testing sets with an 80-20 ratio, en-
suring that both sets' class distribution of the tool_condi-
tion labels was preserved. A fixed random state was used to 
ensure the reproducibility of the results.

Five different machine learning models, KNN, DT, RF, 
LightGBM, and XGBoost, respectively, were implemented 
to predict the tool condition of the dataset.

To assess the models' performance and their ability to 
generalize to unseen data, a 5-fold cross-validation was con-
ducted on the training set. This strategy ensured that each 
model was trained and validated on different portions of the 
data, providing a solid evaluation of the model's effective-
ness. The results of this evaluation are presented in Table 1.

Hyperparameter Optimization
The same split data and model were used to implement 

hyperparameter optimization. A 5-fold cross-validation 
was performed during the training phase to evaluate the 
models. Hyperparameter optimization was then conducted 
using the following ranges in Table 2. The hyperparameters’ 
ranges were found and decided by trial and error.

The performance of each model was evaluated based on 
accuracy, F1-score, and ROC_AUC on the test set. The re-
sults of the best models after hyperparameter optimization 
with the train set are summarized in Table 3.

Model Evaluation
Accuracy measures how correct a model's predictions 

are overall. It is calculated as the ratio of correctly predicted 
instances to the total number of instances in the dataset. 
The formula for accuracy is: 			 

Figure 1. An architecture of proposed method.
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Accuracy is a valuable metric when the classes are bal-
anced, as it provides a straightforward measure of how of-
ten the model is correct.

The F1-Score, which is the harmonic mean of precision 
and recall, serves as a metric that balances false positives and 
false negatives. It is particularly beneficial for imbalanced 
datasets because it takes into account both precision (the 
correctness of positive predictions) and recall (the capability 
to identify all positive cases). The formula for the F1-score is:

where

The receiver Operating Characteristic (ROC) and the 
Area Under the Curve (AUC) are fundamental concepts in 
evaluating the performance of binary classification models 
in machine learning and statistics.

The ROC curve is a graphical representation that il-
lustrates the diagnostic ability of a binary classifier system 
as its discrimination threshold is varied. It is a plot of the 
True Positive Rate (TPR) (also called sensitivity) against the 

Table 1. Base model train phase results

Model Accuracy F1_Score ROC_AUC
KNN 0.8901 0.8952 0.9539
Decision Tree 0.986 0.9866 0.986
Random Forest 0.9923 0.9926 0.9998
LightGBM 0.9941 0.9944 0.9994
XGBoost 0.9942 0.9945 0.9998

Table 2. Models and their hyperparameter ranges

Model Hyperparameter Range
KNN Number of neighbors 2 to 50
Decision Tree Maximum depth 1 to 20

Minimum sample split 2 to 30
Random Forest Maximum depth 8 to 15

Minimum sample split 15 to 20
Number of estimators 200, 300

LightGBM Learning Rate 0.01 to 0.1
Number of estimators 300, 500

XGBoost Learning rate 0.01 to 0.1
Maximum depth 5 to 8

Number of estimators 100, 200

Table 3. Models and their hyperparameter results

Model Accuracy F1_Score ROC_AUC Best parameters
KNN 0.9081 0.9124 0.9576 {'n_neighbors': 3}
Decision Tree 0.9859 0.9865 0.9901 {'max_depth': 19, 'min_samples_

split': 7}
Random Forest 0.991 0.9914 0.9997 {'max_depth': None, 'min_samples_

split': 15, 'n_estimators': 300}
LightGBM 0.9957 0.9959 0.9996 {'learning_rate': 0.1, 'n_estimators': 

300}
XGBoost 0.9946 0.9949 0.9998 {'learning_rate': 0.1, 'max_depth': 8, 

'n_estimators': 200}
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False Positive Rate (FPR) (also called false-alarm-rate). So, 
it is a commonly used summary for assessing the tradeoff 
between sensitivity and specificity [22]. In mathematical 
terms, the ROC described as:

The AUC is that summarizes how well a classification 
model separates positive and negative classes. It is derived 
from the ROC curve, which plots the true positive rate 
against the false positive rate at different thresholds. That’s 
why it called ROC_AUC. When the ROC_AUC is 1.0, it in-
dicates that the model perfectly separates the classes, mak-
ing accurate predictions without any mistakes. An ROC_
AUC of 0.5 means the model has no discriminative power 
and performs as if it were guessing randomly, with no better 
performance than chance. When the ROC_AUC is less than 
0.5, the model performs worse than random guessing, mak-
ing more incorrect predictions than correct ones, and thus 
is considered worse than random. The higher the AUC, the 
better the model is at correctly distinguishing between the 
classes. Mathematical formula for ROC_AUC is:

where TPR is true positive rate, FPR is false positive rate
Accuracy was selected as the primary evaluation metric 

for this study because the dataset is close to balanced, with 
13,308 instances labelled as "worn" (52.63%) and 11,978 in-
stances labelled as "unworn" (47.37%). In a balanced data-

set, accuracy provides a clear and straightforward measure 
of model performance, as it equally considers the correct 
predictions of both classes. Additionally, since there is no 
significant class imbalance, the potential issues of overem-
phasizing either precision or recall (which the F1-score ad-
dresses) are minimized.

Accuracy Comparison of Models on Train-Validation 
Phase
Prediction results are obtained from the test set and 

classification report results are given in Table 4.
Experiment results are given in Table 4 and Figure 2 and 

show that most of the models have good enough accuracy 
to handle tool wear classification. LightGBM and XGBoost 
are significantly accurate classifications compared to others. 

Ensemble Learning
In ensemble learning, a soft voting classifier is an ad-

vanced technique that merges the probabilistic outputs of 
several machine learning models to determine the final pre-
diction. This classifier makes decisions based on the com-
bined probabilities provided by all the contributing models. 
The soft voting classifier operates through the following steps:

Base model training: Multiple base classifiers, denot-
ed as  are independently trained on the same 
dataset. These classifiers can be homogeneous (same algo-
rithm) or heterogeneous (different algorithms)

Probability Prediction: For given input data x, each clas-
sifier j produces a predicted probability vector:

where  is the predicted probability that belongs to 
classifier j and j is the total predicting class number.

Figure 2. Confusion matrix of 5 models on train-validation sets. KNN (a), DT (b), RF (c), LightGBM (d), XGBoost (e).

(a)

(d) (e)

(b) (c)
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The formula for the soft-voting classifier final decision:

where  is probability for each class C 
given an input x.

For a classifier task with m models and C classes, each 
model j outputs a probability distribution  for 
each given class C. This approach effectively leverages the 
strengths and mitigates the weaknesses of individual mod-
els, leading to enhanced overall performance.

In this study, KNN, RF, and LightGBM models are uti-
lized as constituent models for the soft voting classifier. KNN 
is a non-parametric method that classifies a sample by look-
ing at the predominant class among its nearest neighbors. RF 
is an ensemble approach that utilizes a collection of decision 
trees to boost predictive accuracy and prevent overfitting by 
averaging the predictions from several trees. LightGBM is a 
gradient-boosting framework that utilizes tree-based algo-
rithms, renowned for its efficiency and outstanding perfor-
mance. To improve performance, 3 different substructures 
of the machine learning model were selected. The combined 
use of these diverse models in a soft voting classifier resulted 
in an exceptional performance on the train-validation phase, 
achieving an accuracy of 0.9953, an F1 score of 0.9955, 
and an ROC AUC of 0.9996. Even though the voting clas-

sifier model could not reach the training-validation phase, 
it shows that the voting classifier model is not as effective 
as LightGBM (0.9972). We need to evaluate the test data to 
make a final decision. To handle this, all models, including 
the voting classifier, are saved to make predictions on the test 
set, which is taken during the data pre-processing phase.

Test results are given in Table 5 and show that even if the 
model achieves good results in the training-validation phase, 
it may lose performance on test data that it has not yet en-
countered. While gradient-based models, like LightGBM, of-
ten demonstrate strong performance during the training and 
validation phases, there is a possibility that their effectiveness 
may diminish when applied to new, unseen test data. This 
phenomenon can arise due to the model's reliance on spe-
cific patterns learned from the training data, which may not 
generalize well to other datasets. In contrast, non-parametric 
models such as K-Nearest Neighbors (KNN) tend to excel in 
these situations. KNN operates on the principle of proximity, 
making predictions based on the closest training data points 
to a given test instance. This flexibility allows KNN to adapt 
to the underlying structure of the data more effectively, often 
resulting in improved performance when faced with previ-
ously unencountered data. Thus, as can be seen from Table 5, 
while both model types have their strengths and weaknesses, 
the voting classifier can eliminate model weaknesses if it con-
tains diverse types of machine learning models.

Table 4. Models and their prediction results on train-validation phase

Model Tool condition Accuracy F1_Score Support
KNN Unworn 0.9187 0.9149 1929

Worn 0.9221 2117
Decision Tree Unworn 0.9867 0.9860 1929

Worn 0.9872 2117
Random Forest Unworn 0.9918 0.9914 1929

Worn 0.9922 2117
LightGBM Unworn 0.9973 0.9971 1929

Worn 0.9974 2117
XGBoost Unworn 0.9936 0.9933 1929

Worn 0.9939 2117

Table 5. Models and their prediction results on the test phase

Model Tool condition Accuracy F1_Score Support
KNN Unworn 0.9203 0.9139 2332

Worn 0.9259 2725
Random Forest Unworn 0.9905 0.9897 2332

Worn 0.9912 2725
LightGBM Unworn 0.9968 0.9966 2332

Worn 0.9971 2725
Voting Classifier Unworn 0.9970 0.9968 2332

Worn 0.9972 2725
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CONCLUSION

This research highlights the ability of machine learning 
algorithms to accurately predict tool wear in machining op-
erations. By utilizing aggregated dataset we systematically 
explored the effectiveness of machine learning and ensemble 
learning techniques for tool wear classification in machining 
operations. Through rigorous experimentation with multiple 
algorithms—K-Nearest Neighbors (KNN), Decision Trees, 
Random Forests, LightGBM, and XGBoost—we demonstrat-
ed that advanced learning methods can accurately differen-
tiate between worn and unworn tool states. LightGBM and 
XGBoost emerged as the leading individual models, achiev-
ing superior classification performance on training phase. 
Furthermore, by employing a soft voting ensemble composed 
of KNN, Random Forest, and LightGBM, we achieved an ex-
ceptional test accuracy of 99.70% on unseen test data, under-
scoring the robustness and reliability of ensemble strategies 
in industrial predictive maintenance contexts.

These findings highlight the potential of machine learn-
ing to enhance tool monitoring, allowing manufacturers to 
implement proactive maintenance strategies. By improving 
prediction accuracy, companies can reduce costs associated 
with tool replacement and improve production efficiency.

Future research may focus on integrating real-time data 
with different types of materials and exploring additional 
algorithms to further enhance predictive capabilities with 
fewer features. Overall, this study provides a promising 
framework for leveraging advanced analytics in manufac-
turing to optimize operational performance.
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