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ABSTRACT

In companies with a diverse range of products, it can be challenging to regulate production 
times. Having an understanding of production lead times is crucial for addressing issues such 
as deadlines, cost, production scheduling, and customer satisfaction. It is challenging for the 
company to provide the customer with an accurate estimation of the time required to produce 
and deliver a product that has not been produced before. One of the advantages of knowing 
the production times is to be able to adjust the machines to use them more efficiently when 
preparing the production plan. In this study, input data were obtained from a steel construc-
tion company, including dimensions such as size, diameter, and weight. Additionally, the times 
required for the production of different products were measured. Based on these times, pro-
duction times were estimated using machine learning algorithms, including Decision Tree, 
Random Forest, and Gradient Boosting. Consequently, precise predictions were generated 
with an accuracy rate of approximately 96.9%. A test data set was then created with the objec-
tive of estimating the time required to produce a product that has never been produced. Addi-
tionally, the times of products that have not yet been produced were estimated. For each new 
product ordered, the machine must be adjusted and calibrated separately, which represents a 
significant loss of time and cost for the company. The objective of this research is to develop 
a model that can predict the time required to deliver a new product once it has been ordered. 
Furthermore, the aim is to enhance the efficiency of machine utilization.
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INTRODUCTION

In the contemporary business environment, the efficien-
cy of production processes is a crucial factor in achieving 
success in a competitive market. Accurate forecasting of pro-
duction lead times offers numerous advantages, including 
the efficient use of resources, cost reduction, and increased 

customer satisfaction. It also prevents delays in order deliv-
eries. Therefore, estimating production lead times is of great 
importance for businesses [1]. All planning in the process, 
including cost, delivery, and other factors, is based on the 
realization time of the work steps [2]. In a manufacturing 
sector comprising a vast array of products, time studies are 
conducted on existing products to ascertain the time re-
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quired for production. These times are incorporated into the 
calculation of the delivery date or the production planning 
program. One of the methodologies employed to estimate 
production times is machine learning algorithms. Machine 
learning algorithms are employed in a multitude of fields. 
Their applications extend to diverse domains, including for-
estry studies [3], the retail sector [4], land cover mapping 
[5], the clustering of court decisions [6], and the detection 
and diagnosis of chronic diseases [7]. The deployment of 
machine learning algorithms facilitates the identification of 
production failures, the estimation of remaining useful life, 
and the estimation of production times. This paper presents 
a review of selected studies in the literature.

In a study by Lim et al. [8], support vector machines were 
employed to forecast production time based on work order 
and production data. The accuracy of the predictions was 
quantified at 84.62%. In a study by Schneckenreither et al. [9], 
an artificial neural network was employed to construct a flow 
time prediction model that could dynamically adjust lead 
times. In their study, Yüce et al. [10] employed artificial neu-
ral network, support vector regression, and gradient boost-
ing algorithms from the field of machine learning to estimate 
production times in specific production areas of a production 
facility. In their study, Haeussler and colleagues [11] exam-
ined workload control models with fixed and dynamic lead 
times. In a related study, El Mekkaoui et al. [12] employed 
artificial neural networks and a random forest algorithm to 
predict the arrival time of ships. In a previous study, Agwu 
et al. [13] employed an artificial neural network to predict oil 
flow rates. In a study on production time estimation in a con-
struction factory, Alsakka et al. [14] employed a methodolo-
gy based on machine learning. Gyulai et al. [15] utilized ma-
chine learning methodologies to estimate production time, 
thereby facilitating informed decision-making in a manufac-
turing context. Chen et al. [16] employed machine learning 
in manufacturing studies. Dehghani et al. [17] employed a 
random forest algorithm to predict shear wave velocity.

In this study, for different product types of a manufac-
turing company producing in the field of steel construction;
1	 The objective is to determine the time required to pro-

duce 99 distinct products on a single machine, each 
with a defined production time,

2	 The objective is to calculate production times for prod-
ucts with varying length, volume, and weight values 
that have not yet been produced. This approach enables 
the provision of more precise delivery time estimates to 
customers without the necessity of manufacturing the 
products.
This study makes a significant contribution to the exist-

ing literature by providing insight into the time required to 
produce a diverse range of products by a company engaged 
in steel construction. The study also identifies the time re-
quired to deliver these products to the customer. Further-
more, a dynamic production planning schedule can be pre-
pared by enhancing the efficiency of machine utilization. The 
utilization of machine learning algorithms will facilitate the 
estimation of production times. This study will enable the 
analysis of higher-dimensional data from production and 

the automatic calculation of the duration of instant orders. In 
contrast to previous studies, a data set comprising products 
that have never been manufactured was subjected to analysis. 
The model offers the company a number of benefits. Firstly, 
it will enable the company to ascertain the delivery times for 
instant orders. Secondly, it will allow the company to assign 
parts to machines at the optimal level. This will facilitate the 
creation of production planning schedules. The calibration 
time of the machines will be reduced.

In the Materials and Methods section of the study, the 
algorithms and performance metrics utilized are delineated. 
In the Results and Discussion section, the data is described 
and the application is made to a data set derived from a steel 
construction company. In the final section, the results of the 
study are interpreted and practical benefits are enumerated.

MATERIALS AND METHODS

Machine learning algorithms are employed in a mul-
titude of sectors. A number of algorithms exist, including 
those based on artificial neural networks, support vector 
machines, random forests, decision trees, and gradient 
boosting. In this study, the random forest, decision tree, 
and gradient boosting algorithms are employed. As the 
problem addressed in this study is a forecasting problem, 
regression techniques are utilized.

Random Forest Algorithm
The random forest algorithm is based on tree-based 

models, which are a type of supervised machine learning 
algorithm. Tree-based models involve recursively partition-
ing the dataset into two groups, depending on a stopping 
condition. Each node depends on the previous node. This 
algorithm is useful for both classification and regression 
problems. In classification problems, the splitting criterion 
is determined by entropy calculation. In regression prob-
lems, the most commonly used splitting criterion is the 
mean squared error at each internal node, as described in 
[18]. The Random Forest Regressor is an ensemble model 
comprising a multitude of decision trees. Its function is to 
reduce variance by averaging the results. When forecasting 
for a given data set, it utilises the prediction of each deci-
sion tree and averages these predictions to create the final 
prediction. The tree structure grows incrementally and is 
averaged at each step. It is an algorithm that is sensitive to 
overlearning. Different examples can be generated from 
one data set [19]. Figure 1 illustrates the structure of the 
decision tree, which is a self-iterative structure.

The random forest algorithm is more accurate than de-
cision trees in estimating the error rate. 

Algorithm steps;
•	 The data set to be used in the study is prepared,
•	 Trees are created for the samples and the results are pre-

dicted,
•	 Averaging for the regression problem
•	 The process continues recursively according to the stop-

ping criterion
as the most important factors.



J Adv Manuf Eng, Vol. 5, Issue. 1, pp. 21–28, June, 2024 23

In this study, the Anaconda Jupyter interface was em-
ployed. The random forest regressor algorithm, one of the 
machine learning algorithms in scikit-learn, one of Py-
thon's open source libraries, was utilized because the prob-
lem at hand is a prediction problem.

Decision Tree Algorithm
Decision trees represent a supervised learning algorithm 

that automates the decision-making process by identifying 
the optimal solution from a set of alternatives. The decision 
tree algorithm is a nonparametric prediction model that can 
be used to address both regression and classification prob-
lems [21]. In the case of categorical final values, the problem 
is classified, whereas in the case of continuous values, it is a 
regression problem [22]. The algorithm begins by extracting 
examples from the data set and then subdividing them into 
subclasses. In essence, decision trees make predictions by 
dividing the data into branches according to their character-
istics. This approach entails dividing the data set into a tree 
structure, with each node representing a specific value of a 
feature [23]. Leaf nodes contain continuous values, and the 
tree makes predictions based on the average of these values. 
The structure of the decision tree consists of a root node, an 
internal node, and leaves. The root node is the first node and 
contains the entire data set. The internal node represents the 
data set partitioned into multiple subsets [24]. The leaves are 
the final predictions. In this study, the decision tree algo-
rithm is employed to estimate the production time.

Gradient Boosting Algorithm
Gradient Boosting Regressor is a powerful and flexible 

machine learning algorithm for regression problems. It is 
a decision tree-based algorithm. It is an iterative variant of 
sequentially organized tree models. It first runs the mod-

el, detects errors, then runs it again and so on iteratively. It 
continues in a stronger way by learning from the previous 
step [25]. Each new decision tree generated by the Gradient 
Boosting algorithm is based on the principle of minimizing 
the errors calculated in the previous tree [26]. This results 
in a more accurate outcome by correcting the errors in a 
sequential manner. Gradient Boosting employs gradient 
descent at each step to minimize the errors.

The algorithm functions according to the principle 
of transforming learners with limited abilities into those 
with enhanced capabilities. It can be described as an en-
semble algorithm.

Steps of the algorithm;
•	 Examine the compatibility of the equation coefficients 

with the data by defining the loss function,
•	 Determining the state where the loss function is mini-

mum by determining the fixed variable,
•	 Calculation of errors,
•	 Estimation for each observation,

it is listed in four articles [27].

Performance Metrics
Mean square error (MSE): The metric is employed in 

the context of regression problems and represents the av-
erage of the squares of the differences between actual and 
predicted values. As this value approaches zero, the perfor-
mance of the model improves.

Root mean square error (RMSE): It is obtained by 
taking the square root of the root mean square error. The 
RMSE value shows the closeness of the estimates to the ac-

Figure 1. Structure of decision tree [20].
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tual values. It is a second-order error metric that measures 
the magnitude of the error. RMSE is the standard deviation 
of the difference between actual and predicted values. An 
RMSE value close to zero means good performance [28].

Mean absolute error (MAE): The sum of the absolute 
values of the differences between the actual value and the 
predicted value.

Mean absolute percentage error (MAPE): It expresses 
the error between actual values and predicted values ex-
pressed as a percentage. The closer it is to 0%, the more 
meaningful the results [29].

R square (R2): A performance metric describing the ac-
curacy of the model.

yi=Actual values
yi=Estimated values
N=Number of observations

RESULTS AND DISCUSSION

Identification of Data
This study was conducted using a data set obtained 

from a company engaged in the production of steel 
structural products. The company provided input values 
for 99 finished products of varying sizes, diameters, and 
weights, as well as the time required to produce them on 
one machine. The data set is presented in Table 1. The 
size, diameter, and weight were used as input data, while 
the production time was used as an output value for es-
timation purposes. 

Table 2 illustrates the data types and indicates that 
the data set does not contain null values. The analysis of 
data sets with empty values is a challenging endeavor.

Table 3 presents the results of the statistical calcula-
tions. It was observed that the products with the lowest 
standard deviation values were weight values. The high-
est standard deviation was observed between produc-
tion times. In this case, it can be concluded that there is 
not much difference between weight values, but there is 
more difference between production times.

Table 1. Data set

	 Material name	 Size (mm)	 Diameter (mm)	 Weight (kg)	 Production time

1	 Stud, scissors	 166.5	 37.0	 0.721	 10.0
2	 Stud, scissors	 163.0	 36.0	 0.730	 8.0
3	 Stud, scissors	 163.8	 35.0	 0.728	 7.9
4	 Stud, scissors	 163.0	 35.0	 0.730	 10.0
5	 Stud, scissors	 164.2	 37.0	 0.732	 10.2
...	 ...	 ...	 ...	 ...	 ...
95	 Brake caliper pin	 110.0	 37.0	 0.540	 10.0
96	 Brake caliper pin	 111.0	 36.0	 0.530	 8.0
97	 Brake caliper pin	 112.0	 37.0	 0.564	 9.0
98	 Brake caliper pin	 111.0	 37.0	 0.558	 9.0
99	 Brake caliper pin	 114.0	 35.0	 0.561	 8.0

Table 3. Statistical information of the data set

	 Size	 Diameter	 Weight	 Production 
	 (mm)	 (mm)	 (kg)	 time

Count	 99.000.000	 99.000.000	 99.000.000	 99.000.000
Mean	 124.601.515	 43.448.990	 0.856357	 40.154545
Standart	 39.386.151	 10.024.778	 0.549796	 47.656259
Min	 43.000.000	 20.000.000	 0.020000	 7.000000
25%	 104.500.000	 37.000.000	 0.429000	 9.000000
50%	 113.500.000	 46.500.000	 0.587000	 16.000000
75%	 163.400.000	 49.300.000	 1.377.000	 45.000000
Max	 181.000.000	 60.100.000	 1.860.000	 153.000l000

Table 2. Data types

		  RangeIndex: 99 entries, 0 to 98

		  Data columns (total 5 columns):
# Column			   Non-null count dtype
--- ------			    -------------- ----- 
0	 Material name	 99	 Non-null	 Object
1	 Size (mm)	 99	 Non-null	 Float64
2	 Diameter (mm)	 99	 Non-null	 Float64
3	 Weight (kg)	 99	 Non-null	 Float64
4	 Production time	 99	 Non-null	 Float64

Dtypes: Float64(4), Object(1).
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Visualization of the Data Set
The Autoviz library, one of the open-source libraries in Py-

thon, was employed for the purpose of data visualization. Fig-
ure 2 illustrates the frequency graph of eight distinct product 
types. A total of 99 unique products belonging to eight differ-
ent product types were produced. The most prevalent product 
type in this instance is Metal Shaft Semi-Finished Product.

 Figure 3 illustrates the distribution of size, diameter, 
and weight values according to production times. It can be 
observed that in certain instances, the discrepancy between 

the production times of products with comparable lengths 
is considerable. This is due to the influence of additional 
variables on the time required.

Figure 4 illustrates the binary relationships between 
the variables.

Figure 5 shows the distribution of the products pro-
duced in terms of size, diameter, weight and production 
times.

Case Study
In this study, the Random Forest Regressor, Decision 

Tree Regressor, and Gradient Boosting Regressor algo-
rithms were employed. The results are presented in Table 4.

In addition to the three distinct algorithms employed, 
the gradient boosting regressor algorithm, which yields the 
optimal outcome, is utilized once more through cross-vali-
dation (CV). The objective here is to enhance performance. 
In CV, the data set is partitioned into multiple training and 
test sets, the model is trained and tested on these sets, and 
the results are averaged to obtain more reliable performance 
metrics. This process allows for the identification and recti-
fication of issues such as overfitting and underfitting.

The Gradient Boosting Regressor (CV) model demon-
strated superior performance relative to the other models. 
In particular, the mean absolute percentage error (MAPE) 

Figure 2. Distribution of material name.

Figure 3. Scatter plot of each continuous variable vs target.

Table 4. Results

Algorithm	 R2	 MAE	 MSE	 RMSE	 MAPE

Random forest regressor	 0,924053709	 8	 192,32	 13,87	 198,90%
Gradient boosting regressor	 0,968616182	 4,6	 79,48	 8,91	 214,46%
Decision tree regressor	 0,962118471	 4	 95,93	 9,79	 213,13%
Gradient boosting regressor (CV)	 0.969727010	 4.3	 76.66	 8.75	 19.25%

MAE: Mean absolute error, MSE: Mean square error, RMSE: Root mean square error, MAPE: Mean absolute percentage error.
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value of 19.25% was notably lower than the other models, 
indicating that the model's predictions were highly accurate.

The Random Forest Regressor and Decision Tree Re-
gressor models exhibit high R2 values, yet simultaneously 
display high MAPE values. This indicates that the model 
is prone to making significant errors in certain instances.

The Gradient Boosting Regressor model also demon-
strates satisfactory performance, with a high R2 value and 
low MAE, MSE, and RMSE. However, the MAPE value is 
relatively high, indicating that the model may be prone to 
significant errors.

In conclusion, the Gradient Boosting Regressor 
(CV) model is the most effective in terms of overall 
performance. In the future, it would be beneficial to in-
vestigate and implement methods to reduce the MAPE 
values. The algorithm's accuracy, estimated at approxi-
mately 96.9%, was utilized to create a dataset compris-
ing product features that had never been produced. The 
dataset was subjected to testing and prediction in order 
to ascertain the estimated time required for the produc-
tion of the products in question. The results are present-
ed in Table 5.

Figure 4. Pair-wise scatter plot of all continuous variables.

Figure 5. Distribution of products according to variables.
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CONCLUSION

The estimation of production lead times is of sig-
nificant importance for the purposes of planning and 
scheduling, cost control, resource management, inven-
tory management, and customer satisfaction. In com-
panies with a high product variety, the only way to de-
termine the time required to produce each new order 
is to produce the product once. This necessitates the 
readjustment and recalibration of machines to facilitate 
the production of the new order. Consequently, commu-
nicating lead times to customers represents a significant 
challenge. It is of great importance to provide accurate 
lead times in order to ensure customer satisfaction. In 
this study, the estimated accuracy of production lead 
times for existing products was found to be approxi-
mately 96.9%. Nevertheless, forecasting the present cir-
cumstances will not assist the company. The company 
has already attempted this and has gained insight into 
the time required to produce existing products. The pri-
mary objective of this study is to predict the time re-
quired to produce a previously unproduced product or-
der. The dataset provided by the company was subjected 
to analysis using machine learning algorithms, resulting 
in a highly accurate prediction. The study will enable the 
company to identify the production times of products 
with varying parameters. This will facilitate the estima-
tion of production times.

Upon analysis of the algorithms, it becomes evident 
that reliable predictions can be made. These predictions 
can be utilized by the company in a number of ways, in-
cluding predicting delivery times for products ordered, 
notifying customers of delivery times, and creating pro-
duction planning schedules.

This study contributes to the use of machine learn-
ing algorithms in the estimation of production times. A 
dynamic scheduling can be created by optimizing the 
use of machines. These studies are of great importance 
to companies that wish to minimize costs and maximize 
customer satisfaction.
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